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Abstract

A new dislocation-mechanics based crystallographic theory has been developed to model the mechanical behaviour of single-phase FCC polycrystal aggregates. In the theory, dislocations are discretised into edge and screw components with intrinsically different relative mobilities and are subject to different dynamic recovery processes. The theory has been implemented within a finite-strain and rate-dependent constitutive framework, and applied to a thin polycrystal Cu specimen to investigate the effect of intragranular lattice misorientations on deformation behaviour. These misorientations are representative of low angle grain boundaries, which are known to play an important role in the microstructural evolution of polycrystals under monotonic and cyclic deformation. This study reveals that the presence of these misorientations strengthen the material response by suppressing and re-distributing the localisation of slip within the grains, as well as inhibiting the formation of sub-grains. Through the discretisation of dislocations, the model also predicts a higher proportion of edge dislocations in the vicinities of localised slip regions.
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1. Introduction

Texture development affects the formability and mechanical properties of many commercial alloys. A great deal of current research efforts focus on understanding and developing modelling tools to control the crystallographic textures so as to improve product performance [1–4]. At lower scales, the lattice misorientations at grain boundaries (intergranular) and within grains (intragranular) play a prominent role in the development of localised slip bands, leading to crack nucleation and ultimately, fracture. Intragranular misorientations usually develop as a result of anisotropic deformation, leading to the development of textures and dislocation cell structures. In polycrystalline aggregates, these cell structures are essentially low-angle boundaries which sub-divide each grain to produce inhomogeneities, and are generally observed in well-annealed metals [5]. The formation of cell structures, or ‘polygonisation’, often occur during the recovery stage of annealing processes [6]. On the basis of these observations, the common assumption that each grain in a polycrystalline aggregate can be uniquely described by a single lattice orientation is debatable. Strictly speaking, cell structures should also be accounted for since most polycrystalline metals, to some extent, undergo some form of heat-treatment prior to deformation and would inherently contain such inhomogeneities.

One of the main difficulties in carrying out detailed studies of deformation in polycrystalline aggregates lies in the complexity of the grain morphology. Each
individual grain varies in shape and size, and there exists a multitude of grains through an aggregate of finite thickness that makes it difficult to accurately characterise its sub-surface structure using non-destructive techniques, such as orientation imaging microscopy (OIM). Thus, based on existing methods, a description of the constraints imposed by grains that are embedded beneath the surface constitutes a formidable challenge. To circumvent such limitations, quasi two-dimensional grain structures are used [7–10]. These ‘multicrystals’ essentially consist of a small quantity of large surface grains with a single grain layer through the thickness, and have gained popularity in recent years as they allow a direct comparison between numerical and experimental studies. By combining such grain structures with an appropriate crystallographic formulation based on microstructural internal state variables (e.g., dislocation densities), greater insight into the grain interaction and deformation behaviour of polycrystals can be achieved.

Typically, in dislocation density-based models, the evolution of the dislocation structure is described by processes of dislocation multiplication, annihilation as well as by the trapping of dislocations [3,11]. Further discretisation into pure edge and screw types enables their individual roles to be more clearly distinguished [12]. For example, edge and screw dislocations are associated with different dynamic recovery processes (i.e., climb for edges and cross-slip for screws), combining to influence the evolving dislocation structure of a deforming material. Moreover, it is now possible through X-ray profile analyses to quantify the edge and screw dislocation densities in deformed metals [13]. Therefore, the ability to make quantitative rather than just qualitative comparisons between predicted and measured dislocation densities constitute a powerful tool. However, the roles of edge and screw dislocations in determining the non-uniform distribution of plastic strain in polycrystals as a result of intergranular and intragranular interactions are still not well understood. Therefore, the aim of this study is to develop further insight into the interactions at the intergranular and intragranular levels, based on a fundamental understanding of the mechanics of dislocation motion and interaction.

In this work, a rate-dependent, dislocation mechanics-based crystallographic framework for finite strain is first presented to describe the constitutive behaviour of each single crystal grain. This includes the evolutionary laws for the dislocation densities discretised into edge and screw components. The single crystal model parameters are next identified for Cu by calibrating them against single crystal tensile test data. Finally, the model is applied to study the effects of misorientations in Cu multicrystals under uniaxial loading.

Throughout the paper, standard tensorial notation will be used. Vectors will be described by boldface lower case letters, second-order tensors by boldface upper case letters, and fourth-order tensors by italic upper case letters. Also, \( \mathbf{ab} = a_i b_i \), \( \mathbf{A} : \mathbf{B} = A_{ij} B_{ij} \), \( \mathbf{AB} = A_{ij} B_{jk} \), \( \mathbf{A} \otimes \mathbf{b} = a_i b_j \), where Einstein summation applies for repeated indices.

### 2. Constitutive framework

The foundations of the constitutive model for single crystal elasto-plastic finite-strain kinematics, uses the multiplicative decomposition of the total deformation gradient \( \mathbf{F} \) [14]. For isothermal conditions,

\[
\mathbf{F} = \mathbf{F}^e \mathbf{F}^p,
\]

where \( \mathbf{F}^e \) is associated with crystallographic slip and \( \mathbf{F}^p \) describes the stretching and rotation of the crystal lattice. As the deformation history of the crystalline solid is important, it is essential to express \( \mathbf{F} \) in rate-form,

\[
\dot{\mathbf{F}} = \mathbf{L} \mathbf{F},
\]

where \( \dot{\mathbf{F}} \) is the rate of the total deformation gradient and \( \mathbf{L} \) is the spatial velocity gradient. Subsequently, \( \mathbf{L} \) can be additively decomposed into its elastic (\( \mathbf{L}^e \)) and plastic (\( \mathbf{L}^p \)) counterparts,

\[
\mathbf{L} = \dot{\mathbf{F}}^e \mathbf{F}^{-1} + \mathbf{F} \dot{\mathbf{F}}^p \mathbf{F}^{-1} \mathbf{F}^{-1} = \mathbf{L}^e + \mathbf{F} \mathbf{L}^p \mathbf{F}^{-1}.
\]

From the kinematics of dislocation motion where plastic deformation is assumed to be solely the result of crystallographic slip, \( \mathbf{L}^p \) can be prescribed to be the sum of crystallographic slip rates on \( N \) number of activated slip systems [14],

\[
\mathbf{L}^p = \sum_{a=1}^{N} \dot{\gamma}^a \mathbf{P}^a; \quad \mathbf{P}^a = m^a \otimes n^a.
\]

Here, \( \dot{\gamma}^a \) is the crystallographic slip rate on a generic slip system \( z \) and \( \mathbf{P}^a \) is the generalised Schmid tensor formed from the dyadic product of the crystallographic slip direction and slip plane normal unit vectors in the reference configuration, \( m^a \) and \( n^a \), respectively. The time rate of change of the plastic deformation gradient, \( \dot{\mathbf{F}}^p \), is governed by,

\[
\dot{\mathbf{F}}^p = \mathbf{L}^p \mathbf{F}^p.
\]

The elastic strain measure, \( \mathbf{E}^e \), work conjugate to the elastic Green–Lagrange strain tensor with respect to the intermediate configuration, is defined as,

\[
\mathbf{E}^e = \frac{1}{2} \left[ \mathbf{F}^e \mathbf{F}^e - \mathbf{I} \right],
\]

where \( \mathbf{I} \) denotes the second-order identity tensor. Since the Cauchy stress tensor \( \mathbf{\sigma} \) is not work-conjugate to any convenient measure of strain, the tensor \( \mathbf{T}^* \), defined as the second Piola–Kirchhoff stress \( \mathbf{T} \) pushed forward to the intermediate configuration, is introduced,

\[
\mathbf{T}^* = (\det \mathbf{F}^e)^{-1} \mathbf{\sigma} \mathbf{F}^e \mathbf{F}^e \mathbf{T}.
\]

Since \( \mathbf{T}^* \) is the work conjugate stress measure to the Green–Lagrange strain tensor \( \mathbf{E}^e \), a hyperelastic consti-
tutive law referred to the intermediate configuration is relied upon to describe the mechanical response of the single crystal. This allows the total stress-strain relationship to be obtained from the Helmholtz potential energy of the lattice per unit reference volume, $U$.

$$T^* = \frac{\partial U}{\partial \mathbf{E}^s}.$$  \hspace{1cm} (8)

Differentiating Eq. (8) with respect to $\mathbf{E}^s$ yields a fourth-order tensor $\mathcal{K}$,

$$\frac{\partial T^*}{\partial \mathbf{E}^s} = \mathcal{K}, \text{ where } \mathcal{K} = \frac{\partial^2 U}{\partial \mathbf{E}^s \partial \mathbf{E}^s}.$$  \hspace{1cm} (9)

In most crystalline metals, the elastic deformation range is infinitesimal when compared to the plastic strains. Therefore, $\mathcal{K}$ can be approximated by the fourth-order anisotropic elasticity tensor $\mathcal{C}$ and the final constitutive law given in Eq. (8) becomes,

$$T^* \simeq \mathcal{C} : \mathbf{E}^s.$$  \hspace{1cm} (10)

3. Flow rule

Since plastic flow due to dislocation motion is inherently rate-dependent even at low homologous temperatures [15], the proposed kinetic equation for the crystallographic slip rate $\dot{\gamma}^i$ follows a function of the form [16].

$$\dot{\gamma}^i = \tilde{\gamma}_0 \exp \left[ -\frac{F_0}{k \theta} \left( 1 - \left( \frac{\tau^i - S_T^i}{\tau} \right)^2 \right) \right] \text{sgn}(\tau^i).$$  \hspace{1cm} (11)

Here $F_0$, $\tilde{\gamma}_0$, $p$, $q$ are the flow rule parameters while $\kappa$ is the Boltzmann constant and $\theta$ is the absolute temperature. Also, $F_0$ is defined as the Helmholtz free energy of activation, which is the total energy needed to overcome short-range obstacles without the aid of an applied shear stress. The terms $\tau^i$ and $S_T^i$ represent the resolved shear stress and total athermal slip resistance to dislocation motion, respectively. It should be noted that $S_T^i$ is essentially athermal apart from a weak temperature dependence of the shear modulus $\mu$. Furthermore, $\tau$ can be obtained by extrapolating the lattice friction stress at 0 K, $\tau_0$, with the shear moduli ratio at $\theta$ and 0 K [17],

$$\tau = \frac{\tau_0 \mu}{\mu_0},$$  \hspace{1cm} (12)

thus reducing all elastic interactions to 0 K.

4. Kinematics of dislocation motion

As edge and screw dislocations act as obstacles to dislocation motion in the form of forest dislocations, their densities ($\rho^e_0$ for edge, $\rho^s_0$ for screw) contribute to the total athermal slip resistance according to

$$S_T^i = \lambda \mu b^2 \sum_{\beta=1}^{N} \left[ h^\beta (\rho^e_0 + \rho^s_0) \right].$$  \hspace{1cm} (13)

Here, $\lambda$ is a statistical coefficient which accounts for the deviation from regular spatial arrangements of the dislocations, $b^2$ represents the magnitude of the Burgers vector, and $h^\beta$ is a dislocation interaction matrix defined as,

$$h^\beta = \omega_1 + (1 - \omega_2)\delta^\beta.$$  \hspace{1cm} (14)

The terms $\omega_1$ and $\omega_2$ in Eq. (14) are the interaction coefficients and $\delta^\beta$ is the Kronecker Delta. To complete the set of constitutive relations, separate evolutionary equations are developed for both dislocation densities, with dislocation multiplication and annihilation forming the bases of their evolutionary behaviour.

4.1. Main dislocation generation mechanism

In single phase materials, the generation of dislocations is due mainly to the resistance to dislocation motion posed by forest dislocations acting as random obstacles. In this work, dislocation generation is assumed to be associated with the expansion of dislocation loops originating from existing Frank–Read type sources. Fig. 1 shows an idealised, expanding dislocation loop on an arbitrary active slip system $z$ during a time interval $dt$. The loop is assumed to be rectangular, with straight edge and screw sides of lengths $L_e^z$ and $L_s^z$, respectively. The change in dislocation densities ($d\rho^e_0$, $d\rho^s_0$) expanding simultaneously within a control volume $V$, follows,

$$d\rho^e_0 = \frac{dL_e^z(t)}{V} \quad \text{for } i = e, s.$$  \hspace{1cm} (15)

Considering an edge segment of the dislocation loop, its contribution to the plastic strain increment after a time interval $dt$ is,
\[ d \gamma^s_e = b^s Y^s_e \left[ L^s_e + \frac{dL^s_e(t)}{V} \right]. \]  

Here, \( Y^s_e \) is the mean free path of the edge dislocation segment, defined to be the distance travelled by the segment before its motion is arrested by forest dislocations (see Fig. 1). Differentiating Eq. (15) with respect to time yields the rate of generation of the edge dislocation density,

\[ \dot{\rho}^s_{e,\text{gen}} = \frac{C_e}{b^s Y^s_e} \dot{\gamma}^s_e, \]  

and similarly for the generation of screw dislocations,

\[ \dot{\rho}^s_{s,\text{gen}} = \frac{C_s}{b^s Y^s_s} \dot{\gamma}^s_s. \]  

In Eqs. (17) and (18), \( C_e \) and \( C_s \) are parameters which scale the magnitudes of the slip rate contributions from the edge and screw segments, respectively.

### 4.2. Main dislocation annihilation mechanism

In this work, mutual annihilation between parallel dislocations of the same character but opposite sign (herein defined as anti-parallel dislocations) is assumed to be the predominant annihilation mechanism. An annihilation event occurs when two dislocations are drawn towards each other by their attractive forces in order to reduce their line energies. Through this combination process, the opposing dislocations mutually annihilate. The probability of such an event occurring is determined by the cross-sectional area for annihilation.

Such a region is illustrated by the dashed line in Fig. 2 around a gliding screw dislocation, which moves from the position at time \( "t" \) to \( "t + dt" \). Here, the symbol \( d'_s \) represents the critical distance for mutual annihilation between two anti-parallel screw dislocations to take place. Based on the region outlined in the figure, the annihilation area \( A^s_a \) for a screw segment gliding on an arbitrary slip system (\( \alpha \)) is,

\[ A^s_a = \left[ 2d_s Y^s_a + \pi d_s^2 \right]. \]  

By combining Eqs. (15) and (19), the probability of an annihilation event is,

\[ P_{\text{ann}} = \frac{1}{2} \left[ \frac{4A^s_a}{V} \right] \frac{A^s_a \rho^s_a}{2}, \]  

where the factor of 1/2 in Eq. (20) assumes an equal density of anti-parallel screw dislocations. From the Orowan relationship [18], the rate of annihilation can be expressed as,

\[ \dot{\rho}^s_{s,\text{ann}} = P_{\text{ann}} \left[ \frac{\dot{\gamma}^s_s}{b^s Y^s_s} \right]. \]  

It should be noted that the factor of 1/2 is eliminated since two screw dislocations are annihilated in every event. With Eqs. (19)–(21), the screw dislocation density annihilation rate is,

\[ \dot{\rho}^s_{s,\text{ann}} = \frac{C_s}{b^s Y^s_s} \left[ \frac{\pi d_s^2}{Y^s_s} + 2d_s \right] \rho^s_s \dot{\gamma}^s_s. \]  

A similar expression obtained for edge dislocations does not include the additional term \( \pi d_s^2 / Y^s_e \) due to its inability to cross-slip. Therefore, the edge dislocation annihilation rate is,

\[ \dot{\rho}^s_{e,\text{ann}} = \frac{C_e}{b^s Y^s_e} \left[ 2d_s \rho^s_s \right] \dot{\gamma}^s_e. \]  

We note on passing that the critical edge annihilation distance \( d^*_e \) is smaller than the screw (i.e., \( d^*_e < d_s \)). To express the evolutionary laws for edge and screw dislocations in terms of their dislocation densities, \( Y^s_e \) and \( Y^s_s \) must be linked to the mean obstacle spacing, \( l^*_m \), where the dominant obstacles are forest dislocations. A relationship between \( Y^s_i \) and \( l^*_m \) can be written as,

\[ Y^s_i = \frac{l^*_m}{K_i} \]  

where \( K_i \) is a dimensionless proportionality constant controlling the mobility of dislocations. Since a moving dislocation will be affected by the nature of the forest obstacle, i.e., edge and screw dislocations, the mean obstacle spacing \( l^*_m \) should be a function of the total dislocation density, \( \rho^s_T \). Here, \( l^*_m \) follows the inverse-square root relationship obtained from geometric considerations,

\[ l^*_m = \frac{1}{\sqrt{\sum_{\beta=1}^{N} \rho^\beta_T}}. \]  

The dislocation density evolutionary equations are formulated as balance equations (i.e., \( \dot{\rho}^s_i = \dot{\rho}^s_{i,\text{gen}} + \dot{\rho}^s_{i,\text{ann}} \)). From Eqs. (17), (18) and (22)–(25), one obtains,

\[ \dot{\rho}^s_e = \frac{C_e}{b^s} \left[ K_e \left\{ \sum_{\beta=1}^{N} \rho^\beta_T - 2d_s \rho^s_e \right\} \right] \dot{\gamma}^s_e, \]  

\[ \dot{\rho}^s_s = \frac{C_s}{b^s} \left[ K_s \left\{ \sum_{\beta=1}^{N} \rho^\beta_T - \rho^s_s \left( \pi d_s^2 K_e \right) \left\{ \sum_{\beta=1}^{N} \rho^\beta_T + 2d_s \right\} \right\} \right] \dot{\gamma}^s_s. \]
The constitutive model described above was numerically implemented into ABAQUS [19] as a user-defined material subroutine. Details of the numerical implementation into the finite-element (FE) method using an Euler backward (implicit) numerical integration scheme is given in a separate publication [20].

5. Calibration of the crystallographic formulation

5.1. Flow rule parameters

The flow rule defined by Eq. (11) contains five parameters \((\dot{\gamma}_0, F_0, \tilde{\tau}_0, p, q)\) to be determined, two of which, namely \(F_0\) and \(\tilde{\tau}_0\), are derived from experimental data. To determine \(F_0\), it is useful to re-write Eq. (11) to express the flow stress dependence on temperature, strain rate and microstructural state,

\[
\tau^* = \tilde{\tau}_0 \frac{\mu}{\rho_0} \left[ 1 - \left( \frac{\theta}{\theta_C} \right)^{1/p} \right]^{1/p} + S_0 \frac{\mu}{\rho_0},
\]

where

\[
\theta_C = \left[ \frac{F_0}{k \ln(\gamma_0/|\gamma^0|)} \right]
\]

is a critical temperature above which, all short-range obstacles can be overcome by thermal activation. An estimate for \(F_0\) was found using the saturation stress of [0 0 1]-oriented Cu single crystal in tension at 1073 K under an applied strain rate of \(3.0 \times 10^{-3} \text{ s}^{-1}\) [21]. The corresponding slip rate is calculated to be \(\dot{\gamma}^* = \dot{\gamma}_0 a/(1/\sqrt{6}) = 7.35 \times 10^{-3} \text{ s}^{-1}\), where \(1/\sqrt{6}\) is the Schmid factor of the [0 0 1] loaded crystal. From Eq. (29), using \(\theta_C = 1073 \text{ K}\), an approximation of \(F_0\) is 2.77 \(\times 10^{-19} \text{ J}\).

The mechanical threshold \(\tilde{\tau}_0\) is determined from the temperature sensitivity of the yield stress of Cu polycrystals [22], scaled with the temperature-dependent elastic modulus ratio \(E_0/E_T\) (see Fig. 3). The yield stress at absolute zero \((\sigma_{Y,0,K})\) is estimated by extrapolating the data to 0 K, while the athermal component of the yield strength, \(\sigma_{Y,\text{sat}}\), is obtained when \(\sigma_Y\) approaches its asymptotic value at high temperatures. By taking the Taylor factor for FCC polycrystalline metals with random texture (i.e., \(M = 3.06\)) to obtain the critical shear stress, a generic expression for \(\tilde{\tau}_0\) can be obtained,

\[
\tilde{\tau}_0 = \left[ \frac{\sigma_{Y,0,K} - \sigma_{Y,\text{sat}}}{M} \right].
\]

For Cu, \(\tilde{\tau}_0\) was determined to be 20.0 MPa.

The remaining flow rule parameters, namely \(\dot{\gamma}_0, p\) and \(q\), were chosen to lie between ranges suggested by Kocks [23],

\[
10^6 \leq \dot{\gamma}_0 \leq 10^7 \text{ s}^{-1},
\]

\[
0 \leq p \leq 1,
\]

\[
1 \leq q \leq 2.
\]

For Cu, these parameters were chosen to lie within the specified ranges, close to those of Al [24]. The final values are given in Table 1.

5.2. Material constants, loading and boundary conditions

The initial value for the total dislocation density, \(\rho_0^\varphi\), was assumed to be typical of most annealed pure FCC single crystals and equal to 16,000 mm\(^{-2}\). Furthermore, the initial dislocation population was considered to be made up of an equal proportion of edge and screw components. The statistical coefficient \(\lambda\) in Eq. (13) was assigned a value of 0.3 based on the work by Kuhlmann-Wilsdorf [26] and Basinski et al. [27]. To account for latent hardening effects, the \(\omega_1\) and \(\omega_2\) components of the dislocation interaction matrix \(h^{\omega\beta}\) (Eq. (14)) were chosen to be 1.5 and 1.2, respectively. This compares closely to the average latent hardening ratios of Cu [28].

To keep the same slip contributions from both dislocation types, the parameters \(C_e\) and \(C_s\) in Eqs. (17) and (18) were set to 0.5. Furthermore, previous slip line measurements on Cu and Al [29–31] consistently reported the distance travelled by edge dislocations to be approximately twice that of screw dislocations. Since this is intrinsically linked to the mean free paths of the two dislocation types, the parameter \(K_e\) in Eq. (24) is specified to be twice that of \(K_s\) (i.e., \(K_e = 2K_s\)). By further relying on the theoretical estimate of \(d_e\) to be of

![Fig. 3. Temperature variation of the yield stress \(\sigma_Y\) for Cu scaled by the ratio \((E_0/E_T)p\). (Data from [22].)](image_url)
the order of 1.0 nm [32], the number of parameters to be determined is now reduced to two (i.e., $K_e$, $d_s$).

In determining the set of hardening-recovery parameters from Eqs. (26) and (27) (namely $d_e$, $d_s$, $K_e$, $K_s$), the constitutive model response was calibrated against high-symmetry tensile test data of Cu single crystals at 295 K. To simulate the uniaxial tensile tests, a 3D FE model of a rectangular bar consisting of $45 \times 5 \times 2$ quadratic brick elements with reduced integration was used. Appropriate boundary conditions were specified such that both the front and back faces of the mesh remained parallel to each other and normal to the loading direction throughout the analysis. A displacement-controlled load was applied at one end of the specimen at a true strain rate of $3.0 \times 10^{-3}$ s$^{-1}$. In all cases, fixed misalignments of 0.5° from the [1 0 0], [1 1 1] and [1 1 2] crystal orientations were introduced to account for the initial misorientations reported in the data. To fit the data, $d_e$ and $K_e/b^s$ were set to 5 nm and $110 \times 10^3$ mm$^{-1}$, respectively (see also Table 2). From Eq. (24), this corresponds to initial mean free paths of $Y_e^s = 80.7$ and $Y_e^a = 161.4$ μm for edge and screw dislocations, respectively. These values are in good agreement with the estimated initial slip distances of edge ($\sim 100$ μm) and screw ($\sim 200$) dislocations on [1 1 2]-oriented Cu single crystals [33].

Fig. 4(a) shows the comparisons between the model predictions and the experimental data, with 5% error bars added to show the goodness of fit. As indicated in the figure, there is good agreement for the [1 1 1] orientation but less so for the other two orientations. However, in modelling polycrystal behaviour, it is more essential that the model accurately predicts the different work-hardening rates. Fig. 4(b) shows the associated work-hardening rates ($d\sigma/d\varepsilon$), in logarithmic scale, in terms of the applied true strain along the different crystallographic orientations. It can be seen that the experimental and predicted trends are in good agreement for all three crystal orientations. It should be noted that the fluctuations in the experimental work-hardening rates is a consequence of the numerical differentiation of the stress–strain data and therefore, no error bars are shown in Fig. 4(b).

### Table 2

Model parameters for Cu

<table>
<thead>
<tr>
<th>Orientation</th>
<th>$C_1$</th>
<th>$K_s/b^s$ (mm$^{-1}$)</th>
<th>$d_e$ (nm)</th>
<th>$Y_s^s$ (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Edge ($i = e$)</td>
<td>0.5</td>
<td>$55 \times 10^3$</td>
<td>1.0</td>
<td>80.7</td>
</tr>
<tr>
<td>Screw ($i = s$)</td>
<td>0.5</td>
<td>$110 \times 10^3$</td>
<td>5.0</td>
<td>161.4</td>
</tr>
</tbody>
</table>

| $\mu = 45.0$ GPa | $\lambda = 0.3$ | $b^s = 0.257$ nm | $\omega_1 = 1.5$ | $\omega_2 = 1.2$ |

6. Application of the crystallographic model to Cu aggregates

As previously discussed, in deformation studies of polycrystalline aggregates, it is commonplace to treat the lattice orientation within each grain to be uniform. However, experimental evidence indicates that substructure networks exist even in grains of well-annealed metals [34,35]. Unlike high-angle grain boundaries, these substructures are essentially low-angle boundaries where the orientation across a boundary is only several degrees apart. These misorientations arise from the rearrangement of dislocation arrays and they encompass a range of microstructural features such as dislocation cells, veins, annealing twins etc. Therefore, a more complete description of the microstructure will require the consideration of lattice misorientations associated with these substructure features. Microstructure characterisation tools, such as electron back scattering diffraction (EBSD) techniques, can be used to accurately construct microstructures containing these small misorientations. Fig. 5 shows an EBSD orientation map of the longitudinal section of a directionally-solidified Ni-based alloy and the misorientation profile along one of the grains. The profile indicates that the orientation along the direction of solidification is not uniform but contains a misorientation distribution of up to 5°. Further evidence of intragranular misorientations has also been reported in polycrystalline Ag [35].
In this section, the influence of grain substructures on material behaviour is studied using a Cu multicrystal consisting of 11 mm-sized grains. The use of multicrystals is particularly appropriate for such a study as intergranular interactions are kept to a minimum. First, comparisons are made between the mechanical response of an ‘idealised’ multicrystal, where the grain orientations are assumed to be uniform and cases where the local orientation within each grain has been perturbed to introduce intragranular misorientations. Three cases were considered: Case A assumes the lattice orientation within each grain to be uniform. In Cases B and C, the initial orientation at each material point was perturbed to produce random misorientations $\xi$, ranging between $0^\circ$ and $3^\circ$, and $0^\circ$ to $6^\circ$, respectively. The defined range of misorientation angles within each grain was based on the understanding that intragranular misorientations of up to $6^\circ$ are typical in polycrystalline aggregates [37].

Fig. 6 shows the initial lattice orientation microstructural maps and their distributions on inverse-pole figures. Finally, the FE model of the polycrystal specimen, which is made up of 1834 quadratic brick elements with reduced integration, is shown in Fig. 7.

6.1. Effects of intragranular misorientations

To simulate the tensile tests, appropriate boundary conditions were applied to replicate the gripping action at each end of the specimen. A constant displacement rate, normalised by its initial length $L_0$ ($= 4 \times 10^{-4}$ s$^{-1}$) was imposed along the $X_1$ direction at one end while holding the other end rigidly (see Fig. 7). Fig. 8 shows the predicted force–displacement responses from the three case studies together with the experimental data at 295 K, with 5% error bars again added to the experimental data to show the goodness of fit with the FE simulations. When treating orientations within grains to be uniform (i.e., Case A), the predicted response agrees well with the data up to a displacement of 3 mm, beyond which it begins to deviate. For Cases B and C, it is observed that, at small displacements, the intragranular misorientation effect is negligible but becomes increasingly prominent beyond an extension of 3 mm. By introducing larger misorientations, the predicted macroscopic response increases. For Case C, good agreement (within 5% error) between the prediction and data is obtained even at larger extensions. At an extension of 3.7 mm, the lattice rotations predicted in grains $G_1$, $G_4$ and $G_6$ for Cases A and C are plotted on inverse pole figures and compared with the experimental data in Fig. 9. As the extension is small, both cases show good agreement with the data with the exception of grain $G_6$ in Case C, where a much larger scatter is observed. This is a result of the introduction of the intragranular misorientations, whereas the rotations predicted in Case A are sharper. In Fig. 10, contour plots of accumulated slip ($\varepsilon_p$) after an extension of 15 mm at the end of the analyses are shown for Cases A and C. For the Case A simulation, a highly localised region of extensive slip occurs across grains $G_3$, $G_4$ and $G_9$ of the multicrystal. Similar to the FE results presented by Delaire [9], the highly localised accumulated slip across these grains is approximately three times the macroscopic strain. Crucially, these three grains span the entire cross-sectional width of the specimen, indicating that the strong build-up of accumulated slip led to the observed softening effect and lower overall response. However, such severe strain localisation is not observed in Case C. Here, the presence of the intragranular misorientations lessens the concentration of accumulated slip in localised regions in any one grain. Instead, the plastic strain is more uniformly redistributed to the neighbouring grains. In effect, this results in a higher work hardening rate than that observed in Case A, leading to a stronger macroscopic response.

<table>
<thead>
<tr>
<th>Misorientation Profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance [\mu m]</td>
</tr>
</tbody>
</table>
<|---------------|
| A | B |
| 1000 \mu m |
| 0  | 500 | 1,000 | 1,500 | 2,000 | 2,500 | 3,000 |
| 0  | 1   | 3     | 4     | 5     |        |        |

Fig. 5. EBSD orientation map of a directionally solidified Ni-based alloy and intragranular misorientation profile from A to B. Bold lines on EBSD map represent high angle grain boundaries with misorientations greater than 10°.
In Fig. 11, the striking difference in lattice rotation between the two multicrystals at $\Delta L_0 = 15 \text{ mm}$, is highlighted by the colour contrast from these microstructural maps. This observation is most apparent in $G6$, where the grain is entirely surrounded by neighbouring grains. In Case A, the local lattice rotation within $G6$
leads to a subdivision into two separate regions of different orientations. As illustrated by the corresponding inverse pole figure, a fraction of the grain rotates towards the stable \( \frac{1}{2} \langle 001 \rangle - \frac{1}{2} \langle 111 \rangle \) symmetry boundary line, while the other rotates towards the \( \langle 001 \rangle - \langle 011 \rangle \) boundary. In contrast for Case C, the inverse pole figure shows that, the grain as a whole, is rotating towards the \( \frac{1}{2} \langle 001 \rangle - \frac{1}{2} \langle 111 \rangle \) symmetry boundary, as a result of introducing misorientations within the grain. Invariably, this implies that the presence of intragranular misorientations suppresses sub-grain formation in \( G_6 \). Since the model discretises dislocation densities into edge and screw types, it is worth observing their distributions within the deformed multicrystals. Instead of plotting the distribution of each quantity separately, the edge and screw dislocation densities on the twelve potentially

Fig. 9. Comparison between inverse pole figures for grains \( G_1, G_4 \) and \( G_6 \): (a) Experimental data from [9], (b) Case A (\( \xi = 0^\circ \)) and (c) Case C (\( \xi = 0^\circ \) to \( 6^\circ \)), where \( 'X' \) indicates the initial orientations.

Fig. 10. Contour plots of accumulated slip (\( \varepsilon_p \)) at \( \Delta L_0 = 15 \) mm for Cases A and C.

Fig. 11. Microstructural maps of lattice orientations at \( \Delta L_0 = 15 \) mm for Cases A and C with respective inverse-pole figures of grain \( G_6 \) after deformation. \( (X) \) marks the approximate region of the initial average grain orientation of \( G_6 \).
active \{111\}\{110\} slip systems are averaged and shown in terms of $\overline{\rho}_e/\overline{\rho}_T$ in Fig. 12 for the cases (a) A and (b) C. It is interesting to note that in both cases, the model predicts a fairly homogeneous distribution of $\overline{\rho}_e/\overline{\rho}_T$ in several grains, together with a higher proportion of edge to screw dislocations in the band of localised accumulated slip (i.e., grains G3, G4 and G9). This effect is less apparent in Case C, consistent with a lower maxima in the band of localised slip. It was established that in these grains, only single and/or double slip were active whereas more than two slip systems were activated in the other grains. With more active slip systems, a lower $\overline{\rho}_e/\overline{\rho}_T$ ratio ensues as a result of the lower mobility of screw dislocations leading to a higher multiplication rate of screw to edge dislocations.

7. Conclusions

It has been shown that intragranular misorientations introduced by perturbing the average grain orientation is a simple, yet effective way of incorporating the effects of a non-uniform dislocation network (e.g., heterogeneities associated with low-angle grain boundaries). When grains are treated as discrete entities, the development of these substructures are not correctly accounted for, and a more rapidly developing texture is predicted. From a simple multicrystal study, it has been shown that intragranular misorientation effects are negligible when strains are small, but become increasingly significant at larger strains. The prediction of the experimentally measured macroscopic response of the multicrystal and grain orientations was achieved indirectly by introducing low-angle grain boundaries through intragranular misorientations. These low-angle boundaries suppressed and redistributed the concentration of slip, thus avoiding the formation of slip bands, which was evident when such misorientations were not accounted for. Moreover, these misorientations were also found to inhibit simultaneously the formation of sub-grains. Through the discretisation of dislocation densities, the model also revealed a greater density of edge dislocations in the regions of localised slip.
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